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Abstract. Data streams are being continually generated in diverse application 
domains such as traffic monitoring, smart buildings, and so on. Stream 
Reasoning is the area that aims to combine reasoning techniques with data 
streams. In this paper, we present our approach to enable rule-based reasoning 
on semantic data streams using data flow networks in a distributed manner.  
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1   Introduction 

Developments in the area of the Internet and Web are constantly evolving. On one 
hand, the growing usage of sensors and embedded devices gives rise to a vision of the 
future Internet called “The Internet of Things” which aims to interconnect all these 
devices in a global network. By providing Internet connectivity to ‘smart’ embedded 
devices, computers will be able to automatically identify, monitor, react to, and 
perform actions on everyday objects. On the other hand, as the current Web is 
becoming the largest media of information, many researchers are working on “The 
Semantic Web”, a vision of the future Web that aims to enable computers to 
understand the meanings of Web. Data in the Semantic Web has to be given well-
defined meanings to be machine processable. A number of formats have been 
standardized such as RDF, RDFS, and OWL. The aim of these formats is to structure 
and give semantics to the Web data, which will then enable automatic reasoning and 
processing of this data. 

Despite the fact that the Internet of Things focuses on the infrastructure issues and 
the Semantic Web focuses more on knowledge representation - as they basically work 
in different layers - the two visions aim to interlink the virtual and physical worlds. 
The Internet of Things identifies real world objects using unique RFID tags, while the 
Semantic Web uses URIs to uniquely identify real world objects. However, both 
visions can complement each other. 

While event processing engines or Data Stream Management Systems [1][2] can 
be used to process data streams generated by the IoT devices, the heterogeneity of the 
data sources and formats makes interoperability a real challenge. Furthermore, stream 
processing engines cannot perform complex reasoning tasks due to the lack of 



semantics [3]. Adopting Semantic Web formats provides standardization and enables 
automatic reasoning over the IoT streaming data. 

On the other hand, while semantic reasoners work efficiently on typical static 
knowledge, the challenge of reasoning upon rapidly changing information and data 
streams has received far less attention than reasoning upon static data. The 
combination of reasoning techniques with data streams gives rise to “Stream 
Reasoning”, which is a little explored, but high impact research area [4]. This area 
aims to provide the abstractions, foundations, methods, and tools required to integrate 
data streams and reasoning systems. 

In this research, we aim to approach the following research questions: 
• How to enable rule-based reasoning over RDF data streams as data flow 

networks efficiently (using minimal resources) and effectively (providing 
timely results with high precision and recall)? 

• How to distribute the reasoning network in order to maintain the scalability 
and improve the efficiency (e.g. by pushing filters near to data sources)? 

We also aim to provide a proof-of-concept implementation, which will be 
evaluated for reasoning on real-time RDF streams. We expect the system to perform 
faster than a traditional triple store, as there is no indexing. The tradeoff between 
completeness of the results and processing time is expected to be controllable by 
varying window sizes. 

2   Related Work 

In the Semantic Web, data is represented in RDF, and queries can be performed using 
SPARQL. However, to express streaming data, RDF needs to be extended to 
represent time, which is an important concept in data streams. SPARQL also cannot 
support queries on streaming data as it lacks crucial operators found in the data stream 
management systems, such as the window operators. Research in the stream reasoning 
area mainly focuses on extending SPARQL to process RDF streams. The first attempt 
to extend SPARQL was presented by Bolles et al. [5]. They introduced Streaming 
SPARQL as a SPARQL extension to cope with window queries over RDF streams. 
Continuous SPARQL [6] is a SPARQL extension that follows a CQL-like [2] 
approach. EP-SPARQL [7] is another SPARQL extension proposed as a new 
language for event processing and stream reasoning. 

We focus more on the infrastructure of the reasoning process. Using Rete networks 
[8], our approach enables reasoning in a continuous manner using low-level operators 
that work directly on RDF streams. Rete networks are also used in [9] to enable 
schema-enhanced pattern detection on RDF data streams. However, they present a 
fixed approach that can only operate over RDF Schema, while we aim to provide 
generic rule-based reasoning and query answering. 

We also aim to provide a scalable distributed reasoning. Hoeksema and Kotoulas  
[10] present a parallel approach for stream reasoning using Yahoo S4 framework. 
They introduce a number of RDFS specialized reasoning Processing Elements to 
distribute triples over multiple streams. Continuous query answering is also supported 



by a number of components that can be combined to translate a subset of C-SPARQL 
into a parallel execution plan. 

3   Proposed Approach 

Continuous reasoning: To enable the rule-based reasoning process, we use the Rete 
algorithm [8], in which reasoning is implemented natively over streams as data flow 
networks. The Rete algorithm – originally designed to solve the many pattern/ many 
objects problem - can process large data sets efficiently because it avoids iterating 
over both data elements and production rules. To avoid iteration over data elements, 
the Rete algorithm stores with each condition (or pattern), a list of the data elements 
that it matches. These lists are updated when the working memory changes. To avoid 
iteration over rules, rules are translated into Rete networks of nodes. The nodes 
represent different operators that can be shared between rules and the data flows 
between these nodes. The tree-like network divides the matching process into 
multiple steps that perform different checks, so if a data element does not match the 
first node, it is simply discarded and does not complete its way through the network. 

A prototype RDFS reasoner for RDF data streams has been fully implemented, 
combining features from both reasoning techniques and stream processing techniques; 
it performs the inference task as a rule engine using a Rete network, while the 
implemented Rete network performs some DSMS operations, such as converting 
streams into relations by using the sliding window technique. The system is fed by 
RDF streams, which are matched against the RDFS entailment rules, so producing 
new sets of data in a continuous manner. In our initial evaluation, we have been able 
to demonstrate the tradeoff between completeness and execution time by varying 
window sizes. 
Distribution: For efficient processing of large volume data, scalability is a major 
concern. Distributed processing of data streams enables more scalable systems as they 
can scale in two dimensions: the hardware performance of each computing node and 
the number of nodes [11]. A distributed stream reasoner should be also more fault-
tolerant by avoiding a single point of failure and enabling the migration of operators 
between the affected nodes. 

We propose distributing the Rete network operators across multiple machines and 
use the eXtensible Messaging and Presence Protocol (XMPP) [12] for nodes’ 
communication. We have chosen XMPP for its push-based distribution style, which 
satisfies the real-time requirement of streaming applications with minimal latency, 
and for its ease of integration with Web technologies. 

We have built a prototype system that can process RDF data streams using 
distributed Rete networks, in which nodes are distributed in multiple machines and 
can communicate with each other using XMPP in a publish/subscribe pattern, and are 
now working on combining this system with our previous reasoner to perform 
continuous reasoning on streaming RDF data in a distributed manner. 



4 Conclusions and Future Work 

We have proposed a stream reasoning framework using distributed Rete networks. 
Our prototype system supports reasoning over RDFS entailment rules using a pre-
designed Rete network. The prototype can be similarly extended to support OWL 2 
RL reasoning. However, to enable generic query answering, we need to define an 
algorithm that can dynamically translate queries into rules and then to Rete networks.  

On the distribution side, we only investigated the communication aspect of the 
challenge. Another issue to be addressed is the load balancing. An efficient method to 
dynamically adjust the allocation of processing among the available nodes is required.  

Finally, a set of experiments to evaluate the system needs to be planned. RDF 
streams with different arrival rates will be fed into the system, and the results will be 
evaluated using precision and recall metrics to determine the effectiveness of the 
system, while measuring processing time and memory consumption.  
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