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Abstract. A pair of RDF instances are said to corefer when they are daen
to denote the same thing in the world, for example, when twidenoof type

foaf:Person describe the same individual. This probleneigral to integrating

and inter-linking semi-structured datasets. We are deugipan online, unsuper-
vised coreference resolution framework for heterogenesmrai-structured data.
The online aspect requires us to process new instancesyaagpear and not as
a batch. The instances are heterogeneous in that they mégircoerms from

different ontologies whose alignments are not known in adea Our frame-

work encompasses a two-phased clustering algorithm thaotis flexible and

distributable, a probabilistic multidimensional attrieumodel that will support
robust schema mappings, and a consolidation algorithmatiidte used to per-

form instance consolidation in order to improve accuratcgs@ver time by ad-
dressing data spareness.

1 Introduction

When performing coreference resolution, as it relates tmk&dge representation, one
tries to determine if an instance represents a real-woritygtypically defined in a
knowledge base. Various techniques have been used to pertoeference resolution
including both supervised and unsupervised methods, henwesany approaches tend
to function based on a batch data set, assume the schemagassible a priori and
often neglect the topic of heterogeneity. In many complempoting environments,
particularly among scientific and intelligence commuisitidata schemas may not be
known a priori, data is more typically acquired over time artg rather than all at once
and often heterogeneous, i.e. originating from multiplarses. In order to support
these complexities, coreference resolution algorithneirte account for this online
behavior and need to support heterogeneous data. Furtreweoy little focus is given
to the effects of temporal object consolidation, i.e., therging of groups of entities
over time, connected by coreferent relations.

Given the problem of online coreference resolution for fejeneous data, an unsuper-
vised or semi-supervised learning approach is requiregidpat the dynamic nature of
such an environment; in particular we will show that a twagdd clustering algorithm
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and knowledge base reasoning will provide both a flexiblesmadbble way to support
this model with accuracy rates that approach supervisedfiime methods.

2 Redated Work

Though there is a significant amount of research in this &4keaf, 10, 8, 7], we high-
light a few more recent works. Araujo et al.[1] support im&t@a matching specifically
for interlinking data sets within the Linked Open Data Clotitiis work is consistent
with others in that it assumes a static environment. Hu gtalises language axioms
to generates a kernel based on the OWL vocabulary and randeoent pairs based on
confidence measures. Using language axioms can be a lonitatiten data does not
strictly conform to language axioms and in many cases, sabere not accessible. In
our previous work[12] only a small portion of our data contd axioms that could be
used for this type of analysis. Rao et al.[9] highlight a srdscument coreference reso-
lution approach for streaming data that uses a clusterguayighm based on a doubling
clustering algorithm which is similar to our approach; wenveger use a two-phased
approach to clustering to reduce the computational costsg 8t al.[13] describe an
approach to candidate selection that learns attributéottar most frequently across
their data set and a matching algorithm to designate canefeairs. Though supportive
of heterogeneous data, the candidate selection procéséted by the key designation
which could underperform when working with sparse datas &80 not clear how this
approach could support temporal changes. Both Hogan 8t ahfl Shi etal.[11] do not
address conflicts and rely upon inverse functional propett perform object consol-
idation, which could be problematic since inverse funaiqroperties are not always
present. Our work does not rely on inverse functional priogerwe address conflicts
and we are specifically evaluating how consolidated ingamgll improve the accuracy
of subsequent coreference resolution over time.

3 Approach

Our research makes four major research contributions tbekt tegether to achieve an
effective approach to perform online coreference resautiVe will build a system that
will bring together these contributions.

Research Contribution: Multi-dimensional Model: We are developing a probabilis-
tic multi-dimensional attribute model that will supportteegeneous data by deriving
meaning from the data and schemas using five dimensionsniilesty and similar-
ity functions are used to compare attribute values bothatrttlividual pair level and
across vectors. For example, if we are comparing two ategbthat represent a person’s
name, we would likely use a distance function to determing Hissimilar the two
strings are to each other. Structural properties take iotsideration the graph itself.
Statistical properties involve analytics that use knogkedf the distribution of values
for an attribute. Ontological definitions use axioms defimetthe ontology. Contextual
information provides macro-level information that supgparonceptual heterogeneity,
for example using neighborhood graphs.

We are currently experimenting with a Bayesian model togsgnt these five dimen-
sions. We are implementing this model to support our secdrade of clustering to



determine which instances should be part of the same cluatber than using a single
distance measure. We also use attribute mapping to classifigute types for subse-
quent processing and for specializing the five dimensiorssth® attribute model is
used over time, we plan to develop optimal models based antygpes. For example,
we could measure the distance between two geographicdosaising a Euclidean dis-
tance [2] rather than using a distance function that calealthe number of transitions
from one string to another such as Levenshtein [5].

Resear ch Contribution: Two-Phased Clustering: We are developing a new clustering
algorithm that performs clustering in two phases. The finstge acts as a filter resulting
in neighborhoods of related instances and the second pleasgms the clustering of
coreferent instances. The complexity of clustering athans can range fror (n2)

to O (n?). Afirst phase clustering that is computationally less espencan reduce the
size of the data that must be partitioned by the second pHa$estering, as shown in
previous work using a canopy approach [6]. We are buildirgfifst phase to work at
a complexity unde© (n2) that will roughly partition instances into neighborhoods o
likeness. Currently we use a bag of words model and a carikgwpproach [6]. The
second phase of clustering is applied to each partition alhdse our defined attribute
model to perform coreferent-based clustering of each meigiood cluster. Currently
we use agglomerative hierarchical clustering with distametrics only, and we are
developing our new algorithm to support the integrationwfattribute model.

Research Contribution: Instance Consolidation: In our model, to support temporal
changes, the concept of an instance is abstractly definegiagla instance or a cluster
of instances that are coreferent. Given our two-phasedering work, the results are
clusters where in each cluster, we symbolically link insenusing a weighted mea-
sure to allow for cluster changes over time. Features amiostgrices are weighted
in order to support subsequent instance matching usingrdaecluster features. We
are currently experimenting with a number of feature reiducalgorithms to support
subsequent instance matching.

Research Contribution: Coreference Resolution Benchmark: A challenging prob-
lem related to testing coreference resolution systems dnigndata that has enough
positive test cases to formulate a valid test. For this neage are developing a set
of Semantic Web coreference resolution benchmarks thad dmushared with the re-
search community. The benchmarks will exercise the cagafer resolution algorithm
from different perspectives.

4 Evaluation

We will evaluate our clustering algorithm with respect tdliné supervised methods
as a way to show comparison F-Measure scores using both ttedoGy Alignment
Evaluation Initiative (OAEI) data set and our custom datis.sk addition, we will
measure the effectiveness of this algorithm and how it cacgss data incrementally
over time. We will also evaluate the effectiveness of usiathkattribute typing and a
probabilistic model by performing precision and recall garisons. We will evaluate
consolidation by determining if the consolidated clusterprove the accuracy of the
system over time.
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5 Conclusion

Data is noisy, heterogeneous in nature, incrementallygased, large and often based
on schemas that are not known a priori. To support these @xitipk we are developing
algorithms that work together under a common frameworkuigiclg a probabilistic
attribute model to address the aspects such as noisinebgtardgeneity, a two-phased
clustering algorithm that supports an online model to asklveorking with data that is
incrementally processed over time and an instance comgimidalgorithm that will
improve matching over time and addresses data spareness.
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