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Abstract. Since 2001, the semantic web community has been work-
ing hard towards creating standards which will increase the accessibility
of available information on the web. Yahoo research recently reported
that 30% of all HTML pages contain structured data such as micro-
data, RDFa, or microformat. Although multilinguality of the web is a
hurdle in information access, the rapid growth of the semantic web en-
ables us to retrieve fine grained information across the language barrier.
In this thesis, firstly, we focus on developing a methodology to perform
cross-lingual semantic search over structured data (knowledge base), by
transforming natural language queries into SPARQL. Secondly, we focus
on improving the semantic similarity and relatedness measures, to over-
come the semantic gap between the vocabulary in the knowledge base
and the terms appearing in the query. The preliminary results are evalu-
ated against the QALD-2 test dataset, which achieved a F1 score of 0.46,
an average precision of 0.44, and an average recall of 0.48.

1 Introduction

The rapid growth of the semantic web offers a wealth of semantic knowledge for
facilitating an interactive way to access the information, by providing structured
metadata1 in a standard format such as microdata, RDFa or microformat. This
structured data facilitates the possibility of automatic reasoning and inferenc-
ing. Thus, by embedding such knowledge within web documents, additional key
information about the semantic relations among data objects can be captured.

People desire to access the multilingual information available on the web,
while querying in their native language. To address this issue, we present cross-
lingual semantic search, which aims to retrieve all the relevant information even
if it is available in languages different from the query language. Translating
search queries ([17], [10]) into the corresponding languages of the documents is
the current approach for cross-lingual information retrieval. However, the poor
accuracy of translation of short texts like queries, poses a certain problem to

1 http://events.linkeddata.org/ldow2012/slides/Bizer-LDOW2012-Panel-
Background-Statistics.pdf



this method. Hence, using large knowledge bases as an interlingua [23] may
prove beneficial.

The approach discussed here considers DBpedia [3] as the structured knowl-
edge base. DBpedia contains a large ontology describing more than 3.5 millions
instances extracted from Wikipedia info-boxes, forming a good and general struc-
tured knowledge source. Also, it is very well-connected to several other linked
data repositories in the Semantic Web. DBpedia contains a huge number of in-
stances in many languages, however, the ontology (properties & classes) is mainly
covered in English. Thus, querying this knowledge base is not possible in other
languages even if the instances are multilingual. Cross-lingual search is required
to query this structured knowledge base, which is the major goal of this work.

In order to query a structured knowledge base, one requires a structured
query to start with. Therefore, the conversion of a natural language query (NL-
query) to a structured query is required. There are several efforts ([6], [15], [14])
to convert a NL-query to SPARQL2 in the monolingual scenario. In particu-
lar, Freitas et al. [6] proposed an approach based on the combination of entity
search, a Wikipedia-based semantic relatedness (using the Explicit Semantic
Analysis measure), and spreading activation. Our approach takes inspiration
from Freitas et al. to perform search across different languages. We focus on bet-
ter interpreting NL-queries in different languages, driven by traversal over the
large structured knowledge base, and constructing a corresponding SPARQL
query. However, the gap between the vocabularies used in NL-queries and the
structured knowledge base makes this task challenging. This gap can be filled
by calculating cross-lingual similarity and relatedness between these vocabular-
ies, which is the key to our proposed approach. In particular, we present our
approach for cross-lingual semantic search, which includes three components:
entity search, linguistic analysis, and semantic similarity and relatedness.

Following this approach, cross-lingual document retrieval can also be per-
formed if the documents are already marked-up with the knowledge base, for
instance, Wikipedia articles are annotated with DBpedia.

2 Proposed Approach

The key to our approach for cross-lingual semantic search is the interpretation
of NL-queries in different languages, driven by the traversal over the large struc-
tured knowledge base, and construction of the corresponding SPARQL query.
Semantic and linguistic variations of natural language text can create a gap be-
tween terms appearing in NL-queries and the vocabulary of the knowledge base.
A well-interpreted SPARQL query, which is formed from a given NL-query can
overcome this gap, by referring to the knowledge base. Figure 1 shows the three
components of our approach along with an example of a NL-query in German3.

2 http://www.w3.org/TR/rdf-sparql-query/
3 Translated from the QALD-2 challenge dataset, which has 100 NL-queries in English,
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2.1 Entity Search

The query interpretation process starts by identifying the potential entities, i.e.
the ontology concepts (classes and instances), present in the NL-query. A base-
line entity search can be defined as the identification of an exact match be-
tween the label of an ontology concept and the query text segment by using
a simple string similarity, for example, DBpedia: Bill Clinton shown in Figure
1. However, more sophisticated identification is needed to handle a rich seman-
tic and linguistic analysis of NL-queries, for example, the English NL-query
“Give me the capitals of all countries in Africa” has multiple possible entities
for the same text segment, “DBpedia: Africa”, “DBpedia: Country” and “YAGO:
African Country”. “DBpedia: Africa” and “DBpedia: Country” can be identified
by the baseline, but these are not the most appropriate entities to link for this
NL-query. Therefore, semantic and linguistic analysis are required to identify
“YAGO: African Country” for the text segment “countries in Africa”. Semantic
analysis provides that “Africa” and “African” are the same and linguistic anal-
ysis interprets that “countries in Africa” is equivalent to “African country” as
will be explained in Section 2.2.

Fig. 1. Query interpretation pipeline for an example German NL-Query “Mit wem is
die Tochter von Bill Clinton verheiratet?” which is “Who is the daughter of Bill Clinton
married to?” in English

For languages other than English, entity search becomes more challenging
as they may include richer linguistic variations such as compound words and
gender specific articles.

2.2 Linguistic Analysis

A deep linguistic analysis of the NL-query is performed by generating a parse
tree and typed dependencies, by using the Stanford parser.4 The generated parse
tree provides key phrase extraction for identifying potential ontology concepts.
For instance, in the query “Who wrote the book The pillars of the Earth?”, the

4 http://nlp.stanford.edu/software/lex-parser.shtml



phrase “The pillars of the Earth” is identified as a noun phrase. This suggests
that we should use the whole phrase to find an ontology concept, rather than
separated search for each of the tokens. Linguistic analysis also provides entity
recognition with linguistic variations. For instance, in the above discussed ex-
ample, linguistic analysis interprets “Countries in Africa” as PP in(countries,
Africa), which means it is equivalent to YAGO: African Country.

We convert the given NL-query into an ordered list of potential terms by
using generated typed dependencies. To create this ordered list, first we select
a central term among all the identified terms, where the central term is the
most plausible term to start matching a NL-query to the vocabulary appearing
in the knowledge base. This selection is performed by prioritising the ontology
instances over classes. Then, we retrieve the directly dependent terms of the
central term by following the generated typed dependencies, and add them into
the ordered list. Similarly, we perform this action for all the other terms in
the list. For instance, in our example NL-query shown in Figure 1, firstly, the
system identifies “Bill Clinton” as a central term,5 and then “Tochter” as direct
dependent of “Bill Clinton” followed by “verheiratet” as direct dependent of
“Tochter”.

2.3 Knowledge base graph traversing using semantic similarity and
relatedness

A knowledge base graph can be defined as the structured data of well-connected
entities and their properties. Therefore, the next step is the traversal of the ob-
tained ordered list of potential terms from the linguistic analysis step, over this
knowledge base. For instance in Figure 1, the ordered list obtained from our
example query “Mit wem is die Tochter von Bil Clinton verheiratet?” is <Bill
Clinton, Tochter, verheiratet>. Firstly, we search for the Entity “Bill Clinton” in
DBpedia as our approach takes DBpedia as knowledge base, and retrieve all of
its properties. Then, we find the most semantically similar or related property of
direct dependent term “Tochter” by calculating cross-lingual similarity between
all the properties of Bill Clinton and the term “Tochter”. After obtaining rele-
vant property, i.e. child, we find the entity DBpedia:Chelsea Clinton, connected
with entity Bill Clinton by property child. We perform the same steps with the
retrieved entity for directly dependent term “verheiratet” of “Tochter”, and so
on till end of the ordered list. Finally, we retrieved the relevant entity and also
all the linked documents in different languages containing the description about
this entity.

Our approach relies on semantic matching between recognised potential terms
and properties in the knowledge base. Therefore, to find the most appropriate
properties, a good cross-lingual semantic similarity and relatedness measure is
required. We cannot rely solely on semantic similarity measures, as relatedness
can better map the term “verheiratet” to the retrieved property “spouse”, be-
cause they are semantically related but not semantically similar. Therefore, to

5 The term to start the search around in whole DBpedia graph



investigate different similarity and relatedness measures, we are building a Java
library which will include many structure-based and corpus-based similarity and
relatedness measures. We are performing the experiments with several structure-
based measures ([20], [25], [24], [12], [19]) and corpus-based measures ([11], [9],
[7], [22]). However, corpus-based approaches rely on the assumption that related
words would co-exist in the same document, which is normally not the case
with the similar words, e.g. synonymy. Hence, towards the initial step for tuning
the corpus-based relatedness to similarity [1], we combine the Explicit Semantic
Analysis (ESA) [7] based relatedness score with the WordNet-based Lin [12] sim-
ilarity scores calculated for the words falling under the corresponding syntactic
role category, in both of the short phrases to be compared. We are further work-
ing on ESA and its variants (association strength, relevancy function and vector
correlations) [22] to improve the corpus-based relatedness, and are planning to
submit it in WWW-2013.

3 Evaluation

For the preliminary evaluation of our proposed approach, we examine it in the
monolingual scenario. In this experiment, we used the WordNet-based similar-
ity and relatedness proposed by Pirro [19], as it is computationally efficient in
comparison to ESA. We performed the experiments [2] against the QALD-2
test dataset, which includes 100 NL-queries in English and their correspond-
ing SPARQL, to retrieve the relevant entities from DBpedia. We calculated the
average precision, average recall, and F1 score of the results obtained by our
approach. Our approach does not completely explore all of the types of queries
appearing in the dataset, as some of them are more challenging complex NL-
queries, which would require SPARQL aggregation, and ask type queries. The
results are shown in Table 1.

For testing our approach in a cross-lingual setting, we are preparing the
benchmark by manually translating the English NL-queries of the QALD-2 test
dataset into German.

Total Answered Right Partially right Avg. Precision Avg. Recall F1

100 80 32 7 0.44 0.48 0.46

Table 1. Evaluation on QALD-2 test dataset of 100 NL-queries over DBpedia

4 State of the Art

Most of the proposed approaches to address the task of Cross-Lingual Informa-
tion Retrieval (CLIR), reduce the problem into the monolingual scenario, by
translating the search query or documents in the corresponding language. Many
of them perform query translation ([16], [18], [17], [10])) into the language of the
documents. However, all of these approaches suffer from the poor performance
of the machine translation on short texts (query). Jones et al. [10] performed



query translation by restricting the translation for the cultural heritage domain,
while [17] makes use of the Wikipedia cross-lingual links structure.

Without relying on machine translation, some of the approaches ([13], [26],
[21]) make use of distributional semantics. They calculate the cross lingual se-
mantic relatedness measures between query and the documents. However, none
of these approaches take any linguistic information into account, and do not
make use of large available structured knowledge base. With an assumption that
documents of different languages are already marked-up with the knowledge base
(for instance, Wikipedia articles are annotated with the DBpedia), the problem
of CLIR can be converted into the query over structured data. There is still
a language barrier, as queries can be in different languages, while most of the
structured data are only available in English. Qall-Me [5] performs NL-query
over the structured information, by using the textual entailment to convert a
natural language question into SPARQL. This system relies on availability of
multilingual structured data. It can only retrieve the information which is avail-
able in the query language. Therefore, this system is not able to perform CLIR.
Freitas et al. [6] proposed an approach for natural language querying over linked
data, based on the combination of entity search, a Wikipedia-based semantic
relatedness (using ESA) measure, and spreading activation. Our approach takes
inspiration from the same.

Since our proposed approach mainly relies on good cross-lingual similarity
and relatedness measures, we are working on improving the existing measures
to reflect better similarity and relatedness. There are several structure-based
methods ([20], [25], [24], [12], [19]), and corpus-based methods ([13], [26], [22]), to
calculate similarity and relatedness. Although, structure-based methods require
a structure predefined by experts, which is not a trivial task for a large number
of language pairs. Corpus-based methods represent the semantics of a term by
its distribution in large multilingual corpus, and calculate relatedness by taking
correlation between distribution of terms to be compared. These approaches only
require comparable multilingual corpus like Wikipedia. However, the corpus-
based methods perform well for document similarity, but need to improve for
short text or phrases. Therefore, we are working on improving these measures
to reflect better similarity and relatedness scores.

5 Conclusion and Future Work

We presented our proposed approach for cross-lingual semantic search, which
includes entity search, deep linguistic analysis, and cross-lingual semantic simi-
larity and relatedness. With this approach, cross-lingual information retrieval at
document level can also be performed, if the documents are already marked up
with the structured knowledge base.

The next main steps are to develop the different components of our proposed
approach for cross-lingual semantic search. All of these components mainly rely
on better cross-lingual similarity and relatedness measures. Therefore, we are
mainly concerned in improving the existing semantic relatedness measures to re-



flect higher accuracy in semantic matching for multiple languages. As discussed
in Section 2.3, we are working on ESA and its variants to improve the similarity
and relatedness measures. Hence, we are evaluating it with different association
strengths such as Latent Semantic Analysis [11] and Latent Dirichlet Alloca-
tion [4]. Thomas et al. [8] report significant improvement by taking probabilistic
weighted association strength into account. However, one other major issue in
corpus-based relatedness is that all the measures do not take the mutual re-
latedness of documents into account. Hence, we are planning to investigate the
current ESA model by fusing it with other existing measures.
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